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Abstract. Evaluations of distances or similarity measurements are very im-
portant in cooperative problem solving with multiple agents. Distance be-
tween problems is used by agents to recognize nearest solved problems for
any new problem, distance between solutions is necessary to compare and
evaluate solutions made by different agents, distance between agents is useful
to evaluate weights of all agents to be able to integrate them by weighted
voting. The goal of this paper is to develop similarity evaluation technique to
be used for cooperative problem solving based on opinions of several agents.
Virtual training environment used for this goal is represented by predicates
that define relationships within three sets: problems, solutions, and agents.
Every agent selects a solution for each problem by giving its vote: yes, no,
and no-op. We derive internal relations and appropriate similarity values be-
tween any pair of subsets of the same type taken from the three sets: prob-
lems, solutions, and agents, and also external similarity relations for any two
subsets of different types.

1   Introduction

Cooperative problem solving is the process of finding previously unknown and po-
tentially interesting solutions in large collaborative virtual environments [2]. Nu-
merous cooperative problem solving methods have recently been developed based
on intelligent information agents’ framework. In many cases it is necessary to solve
the problem of evaluation and selection of the most appropriate agent or a group of
the most appropriate agents for every new problem. Often the agent selection is
done statically without analyzing each particular problem. If the method selection is
done dynamically taking into account characteristics of each problem, then coop-
erative problem solving usually gives better results.

We use an assumption that each agent has its competence area inside the virtual
environment. The problem is then to try to estimate these competence areas in a way
that helps to select the best agent for every problem. From this point of view coop-
erative problem solving with a set of available methods has much in common with



the multiple expertise problem or with the problem of combining multiple classifiers
in machine learning, data mining and knowledge discovery [4,5]. All three groups of
problems solve the task of taking submissions from several sources and selecting the
best one separately for every new case. In [15] we have suggested a voting-type
technique and recursive statistical analysis to handle knowledge obtained from mul-
tiple medical experts. In [16] we presented a meta-statistical tool to manage differ-
ent statistical techniques used in knowledge discovery.

Evaluations of distances or similarity measurements are very important in coop-
erative problem solving with group of agents. Distance between problems is used to
recognize solved problems, which are nearest neighbors for some new problem.
Such distance, for example, is widely used to integrate multiple classifiers [13].
Distance between solutions is necessary when an agent learns based on virtual
training environment to evaluate its individual solution relatively to previously
made cooperative solutions (the same Cross-Validation Majority approach [7,9] is
used to learn multiple classifiers). This distance helps to find out the areas of com-
petence for agents (like in [8] to find out competence areas for every individual
classifier from an ensemble). Distance between agents is useful for example to
evaluate weights of every agent to be able to integrate solution results by weighted
voting (this is also has analogy with the same classifiers’ integration technique [1]).

There are many approaches to define distance between any two problems based
on their numerical or semantic closeness. For example the semantic closeness be-
tween terms is a measure of how closely terms are related in the solution schema
[14]. Distance metric used by Rada et al. [11] represents the conceptual distance
between concepts. Rada et al. uses only the path length to determine this conceptual
distance, with no consideration of node or link characteristics. Distance is measured
as the length of the path representing the traversal from the first term to the second.
Rocha [12] has suggested a method to “fuzzify” conversation theory, by calculating
continuously varying conceptual distances between nodes in an entailment mesh, on
the basis of the number of linked nodes they share. In order to measure the distance
between two concepts in a mind, Jorgensen measures a distance between two con-
cepts, which he calls psy [6]. It has been suggested to assign an arbitrary distance of
n units to the separation between two concepts such as "Concept A" and "Concept
B" and then ask a subject to tell us how far other concepts (C and D) are from each
other in these units. Problem-based learning techniques typically handle continuous
and linear input values well, but often do not handle nominal input attributes appro-
priately. To compute the similarity between two solutions also a probabilistic metric
of the PEBLS algorithm [3] can be applied. The distance di between two solutions v1

and v2 for certain problem is:
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where C1 and C2 are the numbers of problems in the virtual training environment
with selected solutions v1 and v2, C1i and C2i are the numbers of problems from the i-
th group of problems, where the solutions v1 and v2 were selected, and k is the num-
ber of groups of problems.



For example, let us assume that there are three groups of problems collected in a
virtual training environment: “Search of scientific information”, “Search of com-
mercial information”, and “Search of traveling information”. All groups have the
same attribute: “Selection of a search machine”. Two possible solutions among
others for this problem attribute are Yahoo and Infoseek. Let us assume that Yahoo
was selected 2 times to search scientific information, 8 times to search commercial
information, and 4 times to search traveling information. For the same aims Infoseek
was selected 6, 9, and 1 times respectively. Thus we have the following values in
our example:

v Yahoo1 =< >, v Infoseek2 =< >, and

 k=3, C1=14, C2=16, C11=2 , C12=8, C13=4, C21=6 , C22=9, C33=3.

The distance between the two solutions Yahoo and Infoseek in the example is cal-
culated as follows:
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The value difference metric was designed by Wilson and Martinez [17] to find
reasonable distance values between nominal attribute values, but it largely ignores
continuous attributes, requiring discretization to map continuous values into nominal
values. As it was mentioned in the Wilson and Martinez review [17] there are many
learning systems that depend upon a good distance function to be successful. A
variety of distance functions are available for such uses, including the Minkowsky,
Mahalanobis, Camberra, Chebychev, Quadratic, Correlation, and Chi-square dis-
tance metrics; the Context-Similarity measure; the Contrast Model; hyperrectangle
distance functions and others [17].

The present paper deals with the cooperative problem solving with virtual train-
ing environment and a group of agents. The agents make a virtual training environ-
ment that is then used for learning purposes. For virtual training environment repre-
sentation, we use predicates that connect problems, solutions and agents. Each agent
defines its selection concerning each problem-solution pair by a voting-type system
supporting or resisting the use of a solution to solve the problem. The agent also has
the option to refuse to vote in favor of either possibility.

We apply our formalisms developed in [10] to define general framework of
similarity evaluation between problems, solutions and agents to be used in the coop-
erative problem solving with group of agents. In chapter 2 we present the basic
notation used throughout the paper and the problems to be discussed. The next
chapter deals with finding the most supported relations among the agents. In chapter
4 we discuss the discovery of similarity relations between problems, solutions, and
agents. We end with short conclusions in the last chapter.

2   Notation and Problems

In this chapter we present the basic notation used throughout the paper and describe
briefly the main problems discussed in the paper.



Virtual training environment of a group of agents is represented by a quadruple:

< >D C S P, , , ,

where D is the set of the problems D1, D2,..., Dn in the virtual training environment;
C is the set of the solutions C1, C2,..., Cm, that are used to solve the problems; S is
the set of the agents S1, S2,..., Sr, which select solutions to solve the problem; and P
is the set of semantic predicates that define relationships between D, C, S as follows:

P(D ,C ,S )

  ,if the agent S  selects solution C

     to solve the  problem D ;

,if S  refuses to select C

     to solve D ;

  ,if S  does not select or refuse

     to select C  to solve D . 
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We will consider two groups of problems that deal with processing virtual train-
ing environment based on a group of agents.

1. Binary relations between the elements of (sub)sets of C and D; of S and C; and
of S and C. The value of the relation between each pair (Cj,Di) of elements shows
the support among all the agents for selection (or refusal to select) of the solution Cj

to solve the problem Di. This is called the total support. The value of the relation
between each pair (Sk,Di) of elements shows the total support which the agent Sk

receives selecting (or refusing to select) all the solutions from C to solve the prob-
lem Di. The value of the relation between each pair (Sk,Cj) of elements shows the
total support, which the agent Sk receives selecting (or refusing to select) the solu-
tion Cj to solve all the problems from D. We will refer to this first group of deriving
relations as deriving external similarity values.

2. Binary relations between two subsets of D; two subsets of C; and two subsets
of S. The value of the relation between each pair (Ds,Dt) of the two problems from D
shows the support for the neighborhood (“similarity”) of these problems via the
solutions, via the agents, or via both of these. The value of the relation between each
pair (Cs,Ct) of the two solutions from C shows the support for the nearness
(“similarity”) of these solutions via the problems, via the agents, or via both of
these. The value of the relation between each pair (Ss,St) of the two agents from S
shows the support for the likeness (“similarity”) of these agents via the problems,
via the solutions, or via both of these. We will refer to this second group of deriving
relations as deriving internal similarity values.

3   Deriving External Similarity Values

In this chapter, we define how the total support for binary relations is formed. We
consider relations between any pair of subsets taken from different sets D, C, or S.
We introduce how the values describing this total support are standardized to the
closed interval [0,1]. We study an evaluation of the quality of the agents. Then we
describe the threshold value for the relations and we conclude with an example.



3.1   Total Support of Binary Relations

The total support of the binary relations DC, CD, DS, SD, CS and SC is formed
using the following formulas:
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The definition of the value of the relation between each pair (Cj,Di) of the ele-
ments of the sets C and D sums up the total support among all the agents for selec-
tion (or refusal to select) of the solution Cj to solve the problem Di. If, for example,
three agents select the solution Cj to solve the problem Di, then  DCi,j=3.

The definitions of the value for each pair (Sk,Di) of the elements of the sets S and
D and for each pair (Sk,Cj) of the elements of the sets S and C use the total support
calculated above. The value of the relation (Sk,Cj) represents the total support that
the agent Sk obtains selecting (or rejecting) the solution Cj to solve all the problems.

The value of the relation (Sk,Di) represents the total support that the agent Sk re-
ceives selecting (or refusing to select) all the solutions to solve the problem Di.

3.2   Standardizing Total Support of Binary Relations

The goal of standardizing external relations is to make the appropriate similarity
values to be within the closed interval [0,1]. For this we use simple basic scheme:
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From the definitions presented in 3.1 it follows that the minimum and maximum
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The transformation to the standardized values can be made using the following
formulas (notice that we use brackets around the name of the standardized support
array to distinguish it from the array with the basic support values):
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3.3   Quality Evaluation

The quality of each agent from the support point of view is calculated using the
standardized total support values derived in 3.2. For each agent Sk, we define a
quality value Q

D
(Sk) that measures the abilities of the agent in the area of problems,

and a quality value Q
C
(Sk) that measures the abilities of the agent in the area of so-

lutions:
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This theorem shows that the evaluation of an agent competence (ranking,
weighting) does not depend on the competence area “virtual world of problems” or
“conceptual world of solutions” because both competence values are always equal.

3.4   Selecting Relations Using Threshold Value

There are situations where it is reasonable to pick out the most supported relations
as a cooperative result of the agents. We use a threshold value as a for calculating
the cutting points used to select the appropriate relations. These cutting values are
applied to the standardized support arrays. First we select the threshold value T that
belongs to the closed interval [0,1] and then we calculate the cutting points and
apply them to the standardized values of relations as follows:
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where: [ ]µ A  is the average and [ ]σ A
2  is the standard deviation of the values of [A];

We will use the operator [A]
T
 for selection of the relations according to the

threshold value T. This operator  takes into account the distribution of the values.

3.5   Example

Let us suppose that four agents have to solve three problems related to the search of
information in WWW using keywords and search machines available. The agents
should define their selection of appropriate search machine for every search prob-
lem. The final problem is to obtain a cooperative solution of all the agents.

We assume in this example that the solutions are search machines to be selected
(they are listed in Table 1), the agents with hypothetical names are presented in
Table 2, the problems to be searched are defined by appropriate keywords (Fig. 1).

Fig. 1. D-set in search example: search problems with keywords

The predicates of the solution results of the agents are given in the summary ta-
ble contained in Table 3.

Table 2. S-set in search example

Agents Notation

Fox S1

Wolf S2

Cat S3

Hare S4

Table 1. C-set in search example

Solutions - search machines Notation

AltaVista C1

Excite C2

Infoseek C3

Lycos C4

Yahoo C5

D1Fishing in Finland

D2NOKIA prices

D3Artificial intelligence



Table 3. Selections made by agents in the example

D
1

D
2

D
3

P C
1

C
2

C
3

C
4

C
5

C
1

C
2

C
3

C
4

C
5

C
1

C
2

C
3

C
4

C
5

S1
1 -1 -1 0 -1 -1 0 -1 0 1 1 0 1 -1 0

S2
0 -1 0 1 -1 1 -1 -1 0 0 0 1 0 -1 1

S3
0 0 -1 1 0 1 -1 0 1 1 -1 -1 1 -1 1

S4
1 -1 0 0 1 -1 0 0 1 0 -1 -1 1 -1 1

Please notice that the values used in this example are hypothetical ones without
any connection to real agents or search machines. For example, the agent Wolf pre-
fers to select Lycos to find information about “Fishing in Finland” and it refuses to
select Excite or Yahoo for the same problem. Also for this problem, Wolf does not
use or refuse to use the AltaVista or Infoseek.

We obtain the total support values of the relations presented in Table 4a-f.

Table 4. Total support values of binary relations

a) b)

SC C1 C2 C3 C4 C5 SD D1 D2 D3

S1
1 3 7 4 3 S1

8 4 6

S2
0 4 2 6 4 S2

6 4 6

S3
1 3 5 8 5 S3

4 6 12

S4
3 4 3 6 2 S4

4 2 12

c) d)

CS S1 S2 S3 S4 CD D1 D2 D3

C1
1 0 1 3 C1

2 0 -1

C2
3 4 3 4 C2

-3 -2 -1

C3
7 2 5 3 C3

-2 -2 3

C4
4 6 8 6 C4

2 2 -4

C5
3 4 5 2 C5

-1 2 3

e) f)

DC C1 C2 C3 C4 C5 DS S1 S2 S3 S4

D1
2 -3 -2 2 -1 D1

8 6 4 4

D2
0 -2 -2 2 2 D2

4 4 6 2

D3
-1 -1 3 -4 3 D3

6 6 12 12

The standardized support values of the relations are presented in Table 5a-f.



Table 5. Standardized support values of the relations in the example

a) b)

[SC] C1 C2 C3 C4 C5
[SD] D1 D2 D3

S1
0.39 0.5 0.72 0.56 0.5 S1

0.6 0.47 0.53

S2
0.33 0.56 0.44 0.67 0.56 S2

0.53 0.47 0.53

S3
0.39 0.5 0.61 0.78 0.61 S3

0.47 0.53 0.73

S4
0.5 0.56 0.5 0.67 0.44 S4

0.47 0.4 0.73

c) d)

[CS] S1 S2 S3 S4
[CD] D1 D2 D3

C1
0.39 0.33 0.39 0.5 C1

0.75 0.5 0.375

C2
0.5 0.56 0.5 0.56 C2

0.125 0.25 0.375

C3
0.72 0.44 0.61 0.5 C3

0.25 0.25 0.875

C4
0.56 0.67 0.78 0.67 C4

0.75 0.75 0

C5
0.5 0.56 0.61 0.44 C5

0.375 0.75 0.875

e) f)

[DC] C1 C2 C3 C4 C5 [DS] S1 S2 S3 S4

D1  0.75  0.125  0.25  0.75  0.375 D1
 0.6  0.53  0.47  0.47

D2 0.5  0.25  0.25  0.75 0.75 D2
 0.47  0.47  0.53  0.4

D3
 0.375  0.375  0.875 0  0.875 D3

 0.53  0.53  0.73  0.73

For example, agents Cat (S3) and Hare (S4) have the highest standardized support
value 0.73 among their colleagues concerning “Artificial Intelligence” search prob-
lem (D3) as can be seen from the array [SD].

When we use threshold value T=0.75 to select the relations then one of them
[DC]

0.75
 gives us the cooperative solution as shown in Fig. 2.

AltaVista, Lycos,

NOT Excite, NOT Infoseekfishing in Finland

Lycos, Yahoo,

NOT Excite, NOT Infoseek
NOKIA prices

Infoseek, Yahoo,

NOT LycosArtificial Intelligence

Fig. 2. Cooperative solution of the search machines’ selection

The arrays  [SC]
0.75

 and  [SD]
0.75

 describe the agents “competence” in the subject
area and in the search machines’ area from the support point of view. For example,
the selection proposals obtained from the agent Fox (S1) should be accepted if they
concern search machines Infoseek (C3) and Lycos (C4) or search problems related to



“Fishing in Finland” (D1) and “Artificial Intelligence” (D3), and these proposals
should be rejected if they concern AltaVista (C1) or “NOKIA Prices” (D2). In some
cases it seems to be possible to accept selection proposals from the agent Fox if they
concern Excite (C2) and Yahoo (C5). All four agents are expected to give an accept-
able selection concerning “Artificial Intelligence” related search and only sugges-
tion of the agent Cat (S3) can be accepted if it concerns “NOKIA Prices” search.

4   Deriving Internal Similarity Values

In this chapter we define internal similarity values between any two subsets taken
from one set: agents, solutions, or problems.

An internal similarity value is based on an internal relation between any two sub-
sets taken from the same set D, C, or S. An internal relation is derived using as an
intermediate set one of the other sets (Fig. 3a) or both of the other sets (Fig. 3b).

Set A Set I

A’

A”

A’I

IA”

A’A”I

A’

A”

a)

Set A

Set I

A’

A”

A’I

JA”

A’A”IJ

A’

A”

b)

Set J

IJ

Fig. 3. Internal similarity values via one or two intermediate sets

We refer to the relation, which has one intermediate set I, as I-based relation, and
we refer to the relation with two intermediate sets I and J as IJ-based relation.

In the following definitions we need parts of the relations SD, DS, SC, CS, DC,
and CD. These parts are formed from the original relations by taking the appropriate
subsets of values. For example, when we have two subsets S’ and S’’ of the set S,
then S’D and DS’’ are:
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' ' '

, ,, (( )&( )&( ));

∀ ∈ ∀ ∈ ∃ ∈ = =S S D D S S S S S DS DS
k i k k k k i k i k'' '' ''
' ' ' '

,
' '
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Internal similarity values between any two subsets of the set S are derived using
as an intermediate set the set of problems, the set of solutions, or both of these.

D-based similarity. Let S’ and S’’ be subsets of the set S. We define the D-based
internal similarity value between S’ and S’’ as a value of the relation S’S’’

D
 obtained

by the following rule ( ✕  means the multiplication of the appropriate matrixes):

∀ ⊂ ∀ ⊂ ⇒ = ×S S S S S S S D DS
D' '' ' '' ' '', ,

To obtain standardized values we assume that r ≥ 2  (there exist at least two
agents). Then we calculate min and max values, which are:
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The standardized values of D-based internal similarity between agents are:
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C-based similarity. We define the C-based internal similarity between any two
subsets S’ and S’’ of the set S as value of the relation S’S’’

C obtained as follows:

∀ ⊂ ∀ ⊂ ⇒ = ×S S S S S S S C CS
C' '' ' '' ' '', .

DC- based similarity and CD- based similarity. We define these relations as:

∀ ⊂ ∀ ⊂ ⇒ = × ×S S S S S S S D DC CS
DC' '' ' '' ' '',   and

∀ ⊂ ∀ ⊂ ⇒ = × ×S S S S S S S C CD DS
CD' '' ' '' ' '', .

Internal similarity values between any two subsets of solutions are defined in a
similar way as those between agents. We represent here only formulas for calculat-
ing main values of the appropriate relations.

S-based, D-based, DS- and SD-based similarity relation. We define these rela-
tions between any two subsets C’ and C’’ of the set C as follows:

∀ ⊂ ∀ ⊂ ⇒ = ×C C C C C C C S SC
S' '' ' '' ' '', ; ∀ ⊂ ∀ ⊂ ⇒ = ×C C C C C C C D DC

D' '' ' '' ' '', ;

∀ ⊂ ⇒ = = × × = × ×C C C C C C C C D DS SC C S SD DC
DS SD' ' ' ' '' ' '' ' '' ' '', .

We define the internal similarity between problems in a similar way as the previ-
ous ones between agents and solutions.

S-based, C-based, CS- and SC-based similarity relation. We define these rela-
tions between any two subsets D’ and D’’ of the set D as follows:

∀ ⊂ ∀ ⊂ ⇒ = ×D D D D D D D S SD
S' '' ' '' ' '', ; ∀ ⊂ ∀ ⊂ ⇒ = ×D D D D D D D C CD

C' '' ' '' ' '', ;

∀ ⊂ ⇒ = = × × = × ×D D D D D D D D C CS SD D S SC CD
CS SC' ' ' ' ' ' ' ' ' ' ' ' ' ' ', .

5   Conclusion

The goal of this paper was to develop formal similarity evaluation framework to be
used in cooperative problem solving with group of agents. We represent a virtual
training environment by predicates defining relations between the elements of three
sets: problems, solutions, and agents. This representation is directly applicable, for
example, when training environment is collected using a three-value voting tech-
nique. Each agent submits his opinion of the use of each solution to solve each
problem. Each agent can accept the use of the solution to solve the problem, refuse
such use or be indifferent. The results of voting are collected into a basic predicate



array. Discussion was given to methods of deriving the total support of each binary
similarity relation. This represents the most supported solution result that can, for
example, be used to evaluate the agents. We also discussed relations between ele-
ments taken from the same set: problems, solutions, or agents. This is used, for ex-
ample, to divide agents into groups of similar competence relatively to the problem
environment.
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